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从生成机制探索机生文本检测新方法



问题回溯

• 总结反思
– 所选算法创新性不足，启发性不足

– 讲解流畅性需要提升

• 相关内容
– 2025.01.05 刘佳《人工智能生成内容检测》

– 2023.08.20 杨宗源《文本生成中的幻觉》
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内容提要

• 预期收获

• 内容引入

• 内涵解析与研究目标

• 研究背景与意义

• 研究历史与现状

• 知识基础

• 算法原理
– BISCOPE

– M-RangeDetector

• 特点总结与未来展望

• 参考文献
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预期收获

• 预期收获
– 掌握机器生成文本检测的基本概念与特点

– 理解机器生成文本检测的常见方法及原理

– 了解机器生成文本检测的未来发展方向
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内容引入
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跨模型、跨领域泛化能力差

学习到的特征往往与领域词汇、
模型特征强相关

如何破局？



内涵解析与研究目标

• 内涵解析
– 机生文本检测：对大模型生成的文本进行识别，区分人类撰写文本与

机器生成文本
• 跨领域：检测方法在训练域和检测域不一致时仍能有效工作

• 跨模型：检测方法对未见过/未知来源大模型生成文本仍具备识别能力

– 生成机制：以Transformer为核心架构的大语言模型在文本生成过程中

的内在机制，基于自回归生成，通过条件概率逐步预测下一个token
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• 研究目标
– 面向大模型时代的机器生成文本检测任务

– 结合深度学习、自然语言处理等技术

– 在跨领域、跨模型场景下精准实现机生文本检测，为学术诚信、内容审核、媒体

平台治理等提供检测能力，降低虚假信息带来的风险

纯人类文本

纯机器文本
机器补全文本
机器润色文本

……



研究背景与意义

• 研究背景
– 大语言模型广泛应用，机生文本已大量出现在新闻写作、社交媒体、学术写作、客

服对话等场景，生成内容规模持续增长

– 机生文本的低成本与高流畅性降低了内容生成门槛，同时也带来了学术不端、虚假

信息传播等风险，迫切需要可靠的识别与治理手段

– 现有机生文本检测方法多依赖特定模型或特定数据分布，面对模型迭代、提示词变

化、领域变化时，检测性能显著下降

• 研究意义
– 提升机生文本检测的泛化性与鲁棒性，面对真实开放场景，构建在跨模型、跨领域

下仍稳定有效的检测方法

– 支撑可信内容生态与安全治理，为学术诚信、内容审核、媒体平台治理等提供检测

能力，降低虚假信息带来的风险
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研究历史与现状
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2019

2023

2023

2023

2024
Liu等提出RoBERTa，优

化BERT预训练，并建立

“编码器表征+二分类微

调”框架，成为机器生成

文本检测的常用基础框架

Mitchell等提出DetectGPT，

对文本做随机扰动并比较

曲率特征，实现无需训练

的零样本机器文本检测

Guo等提出BISCOPE，

从生成机制出发，提出

双向交叉熵度量并以其

统计特征训练分类器

2024

Hans等提出Binoculars，

通过两种相关语言模型，

以跨模型对照的方式抑制

提示词等干扰，实现无需

训练的机生文本检测

2025

Guo等提出DeTeCtive，构建

多任务辅助学习+多层对比学

习框架，学习细粒度风格差

异，并强调对OOD与新模型

的适应能力

2024

Jiao等提出M-RangeD

etector，提出“人类

与LLM写作策略差异”

特征，学习不同上下

文范围的策略表示

机生文本检测

白盒检测

黑盒检测

Verma等提出Ghostbuster，

将文本输入一系列语言模型，

抽取Token-level概率等特征，

再对候选特征组合进行结构

化搜索并训练分类器

Bao等提出Fast-DetectGPT，

在DetectGPT的曲率思想上

采用更高效的采样策略，

在保持效果的同时显著加

速零样本检测

2017

Vaswani等提出Transform

er，成为大语言模型的核

心架构基础；次年，Radf

ord等提出GPT，推动了

机器生成文本快速发展

黑盒检测

零样本检测

监督训练判别器



知识基础  机生文本检测黑盒检测方法

• 零样本检测：
– 在不使用标注数据、不额外训练检测器的情况下，仅基于文本本身与通用语言模型

的打分/统计规律，对文本是否为机生文本进行判别

– 常见思路：困惑度/似然得分、Token Rank分布、词频信息统计等
• 对数似然、平均负对数似然（NLL）、困惑度（PPL）

log 𝑝 𝑥 =෍

𝑡=1

𝑁

log 𝑝 𝑥𝑡|𝑥<𝑡

𝑁𝐿𝐿 = −
1

𝑁
෍

𝑡=1

𝑁

log 𝑝 𝑥𝑡|𝑥<𝑡 𝑃𝑃𝐿 = exp 𝑁𝐿𝐿

– DetectGPT（生成扰动，计算扰动样本与原始样本的对数似然差异）

– Fast-DetectGPT、Binoculars等

– 部署简单、成本低，但对领域迁移、模型迭代较为敏感
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知识基础  机生文本检测黑盒检测方法

• 监督训练判别器：
– 利用已标注的人类文本、机生文本数据，训练一个分类模型学习区分边界，从而对

新文本进行检测

– 常见思路
• 利用BERT/RoBERTa 等预训练语言模型提取文本特征

• 利用代理大语言模型（如GPT-Neo-2.7B，自回归模型，可输出token 级概率）提取特征

– RoBERTa、DeTeCtive、Ghostbuster等

– 检测准确率更高，但无论采用 BERT/RoBERTa 等预训练编码器提取语义/风格特征，

还是采用代理大语言模型提供概率/表示特征，本质上都是在学习“由某个代理模型

刻画出来的文本分布差异”

– 检测效果高度依赖代理模型的质量与匹配程度

10
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知识基础  大模型生成机制

• 以Transformer为核心架构

• Encoder-Decoder：两阶段，显式对齐；先理解输入，再

条件生成，和标准Transformer架构一致；适合翻译、摘

要等输入输出映射明确的任务，如T5大模型等

• Decoder-only：单阶段，单向累积；在生成中完成理解，

适合对话、写作、推理、代码等，广泛应用于现有大模

型，如GPT、LLaMA3等
• 不再区分输入输出，完全统一为一个序列

• 子层 1：掩码多头自注意力

• 子层 2：前馈神经网络

• Encoder-only：单阶段，全可见；在完整上下文中学习

表示，无生成阶段；适合表征学习等任务，如BERT模型
11



BISCOPE

BISCOPE: AI-generated Text Detection by Checking 

Memorization of Preceding Tokens



BISCOPE   TIPO
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T 目标 区分人类撰写文本与机器生成文本，二分类任务

I 输入
待检测文本、代理大模型（自回归模型，可输出token 级概率）
数据集：Arxiv（2100，1400）、Yelp（11740，8000）、
Creative（5840，4000）、Essay（5897，3999）、Code（ 983，656 ）

P 处理

1. 摘要生成，构建“引导续写任务”
2. 计算FCE、BCE双向交叉熵信号作为特征
3. 分段提取均值、最大、最小、标准差特征
4. 训练二分类器输出标签

O 输出 待测文本是否属于机器生成文本

P 问题 1.现有方法忽略了大模型输出时的“前文记忆”特点
2.现有方法在文本长度不一致时检测效果下降

C 条件 需要代理大模型（自回归模型，可输出token 级概率）

D 难点 1.如何体现大模型输出时的前文记忆特点
2.如何处理长度不一致的输入文本，提取特征

L 水平 2024 CCF A类



BISCOPE   算法原理

• 算法原理图
– 摘要生成，构建“引导续写任务”

– 计算FCE、BCE双向交叉熵信号作为特征

– 分段提取均值、最大、最小、标准差特征

– 训练二分类器输出标签
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BISCOPE   创新点分析  FCE、BCE双向交叉熵信号

• 现有方法存在问题
– 忽略了大模型输出时的“前文记忆”特点

– 因果语言模型的训练目标是下一词预测，在每个位置输出的概率被显式优化去提升该

任务，前一词的概率分布更小

– 人类文本对大模型来说更难预测下一词，预测的概率分布更分散

• 解决方法
– 在同一个位置的概率分布上，计算两类交叉熵数值

• FCE：用下一个Token来计算交叉熵，捕捉预测信息

• BCE：用紧邻的前一个Token来计算交叉熵，捕捉记忆程度

– 原始文本 𝑡1, 𝑡2, 𝑡3, ⋯ , 𝑡20 ，生成摘要𝑆，续写前缀 𝑡1, 𝑡2

• 输入𝑆， 𝑡1, 𝑡2 ，得到预测的𝑡3Token分布，输出概率分布中𝑡2, 𝑡3的概率

• 输入𝑆， 𝑡1, 𝑡2, 𝑡3 ，得到预测的𝑡4Token分布，输出概率分布中𝑡3, 𝑡4的概率

• ⋯⋯ 15



BISCOPE   创新点分析  分段提取特征  

• 现有方法存在问题
– 文本长度不同导致特征维度不一致

• 解决方法
– 固定切成n段，论文中n为10

– 对每段内所有位置的FCE、BCE数值，

分别取均值、最大值、最小值、标准

差作为特征

– 不仅能对齐长度，还能让后续分类器

通过学习找到最有效的分区位置
• 原始文本 𝑡1, 𝑡2, 𝑡3, ⋯ , 𝑡20 ，生成摘

要𝑆，续写前缀 𝑡1, 𝑡2

• 分段： 𝑡3, 𝑡4 ， 𝑡5, 𝑡6 ，⋯⋯，

𝑡19, 𝑡20 ，共9段 16



实验设计  数据资源

• 数据集
– 短文本自然语言：Arxiv ( 2100，1400 )、Yelp ( 11740，8000 )

– 长文本自然语言：Creative ( 5840，4000 ) 、Essay ( 5897，3999 )

– 代码文本：Code ( 983，656 )

• 生成文本来源
– GPT-3.5-Turbo、GPT-4-Turbo、Claude-3-Sonnet、Claude-3-Opus、Gemini-1.0-Pro

• 对比方法
Zero-shot Query (2023)、LogRank (2019)、 LRR (2023)、DetectGPT (2023)、

RADAR (2023)、Raidar (2024)、OpenAI Detector (2019)、Binoculars (2024)、

GhostBuster (2023)

• 评价指标
– 5折交叉验证平均F1值
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实验设计  对比实验

• 评估BISCOPE在不同数据集上的表现
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实验设计  对比实验

• 评估BISCOPE在不同数据集上的表现
– OOD Avg.-CM：跨模型测试； OOD Avg.-CD：跨领域测试

– BISCOPE：不使用摘要生成步骤； BISCOPE*：完整步骤
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实验设计  消融实验

• 评估FCE、BCE双向交叉熵信号模块的功能
– BCE 在多数情形比 FCE 更具判别性，同时 BCE+FCE 组合通常优于单独使用
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实验设计  其它实验

• 分段划分比例对实验结果的影响



算法总结   BISCOPE

• 算法贡献
– 计算FCE、BCE双向交叉熵信号作为特征

• 明确提出并验证“当因果语言模型遇到人类文本时，更偏向记忆前一Token、较

少体现下一Token预测信息”的可检测差异

– 分段提取特征
• 不仅能对齐长度，还能让后续分类器通过学习找到最有效的分区位置
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• 算法不足
– 整体花费时间较长，摘要生成、双向计算等操作加

大了计算量
• 当使用摘要引导版本时，单样本耗时会从0.14s提

升到1.35s



M-RangeDetector 

M-RangeDetector: Enhancing Generalization in Machine-Generated 

Text Detection through Multi-Range Attention Masks



M-RangeDetector   TIPO
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T 目标 区分人类撰写文本与机器生成文本，二分类任务

I 输入
待检测文本、代理大模型（自回归模型）
数据集：Ghostbuster（2.1万）、M4（ 29.6万）、
OUTFOX（1.54万） 、TuringBench（20万）

P 处理

1. 利用代理大模型提取输入文本的隐藏层表示向量𝐻，并平均池化得到𝑟𝑆
2. 对向量𝐻采用4种不同的掩码注意力机制，分别计算得到𝑟1, 𝑟2, 𝑟3, 𝑟4
3. 将𝑟1, 𝑟2, 𝑟3, 𝑟4分别接入伪分类器产生辅助损失，形成差异化学习约束
4. 拼接𝑟𝑆, 𝑟1, 𝑟2, 𝑟3, 𝑟4作为特征，训练二分类器输出标签

O 输出 待测文本是否属于机器生成文本

P 问题 1.现有方法学到的特征往往与领域词汇、模型特征强相关
2.现有方法在训练时各分支可能学习到相似的表征

C 条件 需要代理大模型（自回归模型）

D 难点 1.如何提取领域无关特征，即大模型与人类区别的本质特征
2.如何在训练时避免各分支学习到相似的表征

L 水平 2025 CCF A类



M-RangeDetector   算法原理

• 算法原理图
– 利用代理大模型提取输入文本的隐藏层表示向量𝐻，并平均池化得到𝑟𝑆

– 对向量𝐻采用4种不同的掩码注意力机制，分别计算得到𝑟1, 𝑟2, 𝑟3, 𝑟4

– 将𝑟1, 𝑟2, 𝑟3, 𝑟4分别接入伪分类器产生辅助损失，形成差异化学习约束

– 拼接𝑟𝑆, 𝑟1, 𝑟2, 𝑟3, 𝑟4作为特征，训练二分类器输出标签
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M-RangeDetector   创新点分析  掩码注意力建模写作差异

• 现有方法存在问题
– 检测器学到的特征往往与领域词汇、模型特征强相关，而不是与“生成机制”相关

– 大模型生成时只能看前文范围；人类写作时可能考虑全局/局部/双向等多种范围

• 解决方法
– 输入：代理大模型提取输入文本的隐藏层表示向量𝐻

– 利用掩码注意力机制建模写作策略差异
• Global mask：选一组全局Token 𝐺，任意Token都可以与𝐺中Token交互

• Band mask：设定窗口宽度𝜔，Token仅能与距离不超过𝜔的邻近Token交互

• Dilated mask：设定间隔𝑑， Token仅与满足“间隔为𝑑的倍数”的Token交互

• Random mask：设定稀疏比𝑟，每个Token随机选择一部分Token进行交互

– 分别训练，提取特征并平均池化得到𝑟1, 𝑟2, 𝑟3, 𝑟4

26

全局锚点；局部连贯；稀疏长距离关联；不规则信息抽取 1,2,3,4,5,6,7,8,9,10



M-RangeDetector   创新点分析  差异化学习约束

• 现有方法存在问题
– 并行计算多种掩码注意力特征向量时，如果融合后只用一个分类损失监督训练，各分

支可能学习到相似的表征，无法形成真正差异

• 解决方法
– 给每个分支𝑟1, 𝑟2, 𝑟3, 𝑟4分别接一个辅助分类头（伪分类器），让每个分支都必须“单

独完成分类任务”，产生辅助损失

27



实验设计  数据资源

• 数据集
– Ghostbuster ：面向三领域，包含人类文本与两类商用模型生成文本，样本约2.1万

– M4 ：覆盖多领域、多语言、多生成器，样本约29.6万

– OUTFOX ：以“作文场景 + 对抗/鲁棒性评测”为核心，样本约1.54万

– TuringBench ：人类、多生成器来源识别的新闻体裁基准，样本约20万，对应 20 个

标签，即1个人类文本与19个生成器

• 对比方法
Binoculars (2024) 、 DetectGPT (2023) 、 FastDetectGPT (2023)、GPTZero (2023)、

RoBERTa (2019)、T5-Sentinel (2023)、GhostBuster (2023)、DeTeCtive (2024)、

OUTFOX detector (2024)

• 评价指标
– Acc、F1、AvgRec(平均召回率)
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实验设计  对比实验

• 评估M-RangeDetector在不同数据集上的表现
– 在多语言、跨领域场景中，表现优异
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实验设计  对比实验

• 评估M-RangeDetector在不同数据集上的表现
– 在多样化提示策略、跨模型、非母语英语撰写文本、改写攻击场景中，表现优异
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实验设计  消融实验与其它实验

• 评估M-RangeDetector的不同模块在不同数据集上的表现
– 掩码注意力建模写作策略差异效果较好

• 比较人类撰写文本与机器生成文本在四种注意力机制下的𝜃值分布
– 差异较大，且在不同掩码注意力机制下分布不同



算法总结   M-RangeDetector

• 算法贡献
– 利用掩码注意力机制建模写作策略差异：让模型在同一个文本上产生“多范围

表征”，把“写作时依赖的信息范围差异”显式化为特征
• 捕获“写作策略、注意力范围差异”特征，提升泛化性

– 差异化学习约束：给每个分支分别接一个辅助分类头（伪分类器），让每个分

支都必须“单独完成分类任务”，产生辅助损失
• 确保分支差异真实存在，避免分支退化

32

• 算法不足
– 掩码注意力机制中窗口宽度𝜔、间隔𝑑、稀疏比𝑟等

超参数未明确进行实验

– 差异化学习约束设计较为简单，并不保证各分支特

征在信息论意义上独立、互补
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特点总结与未来展望

• 特点总结
– 从生成机制探索机生文本检测新方法

– BISCOPE

• 计算FCE、BCE双向交叉熵信号作为特征

• 明确提出并验证“当因果语言模型遇到人类文本时，更偏向记忆前一Token、较少

体现下一Token预测信息”的可检测差异

– M-RangeDetector

• 利用掩码注意力机制建模写作策略差异

• 捕获人类与大模型写作策略的本质特征，提升泛化性

• 未来发展
– 细化机生文本的分类，如机器润色、机器补全等

– 在短文本上存在性能下降的问题，短文本提供的特征

更少，且句子层面的扰动相比长文本更敏感 34
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