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« F{LBISCOPETEABIEWESR EBIFRI
| |

Normal Dataset Paraphrased Dataset | Normal ~ Normal Paraphrased
Method GPT-3.5 GPT-4 Claude-3 Claude-3 Gemini | GPT-3.5 GPT4 Claude-3 Claude-3 00D 00D 00D
Turbo  Turbo  Sonnet Opus 1.0-pro | Turbo  Turbo  Sonnet Opus | Avg-CM  Avg.-CD Avg.
Zero-shot Query | 0.5768 05835 0.6764  (0.6667  0.6666 | 05587 06116 06916  0.6935 - - -
Log Rank 0.6572  0.7006  0.8015 0.8800  (.8560 | 0.6628 0.6660 0.6634  0.6747 0.6913 0.6219 0.3655
LRR 0.6602 07031 08116 0.8596  0.8544 | 0.6654 06654 0.6654  0.6654 0.7319 0.6130 0.2353
% DetectGPT 0.6654  0.6634 06673 06673 0.6673 | 0.6641 0.6628 0.6654  0.6654 0.6642 0.7091 0.6352
< RADAR 09566 07858 07034  0.7754 07868 | 09203 0.6970 0.6884  0.7202 0.7404 0.8035 0.7388
Raidar 0.8316 08157 0.8029  0.8289  0.7366 | 09004 08851 08052  0.8303 0.6984 0.6524 0.7270
OpenAl Detector | 0.7889  0.6660  0.6673  (0.6673  0.6976 | 0.7062 06654 0.6673  0.6673 0.6249 0.6569 0.6705
Binoculars 0.9097 09135 09256 09699 09560 | 0.6617 06971 08112  0.8672 0.9163 0.8199 0.5835
GhostBuster 09716 09886  0.9815 0.9813  (0.9571 | 09700 09943 09814  0.9856 0.9187 0.6811 0.9672
BIScoPE 09870 09928 0979  0.9885 09708 | 09769 09800 09625  0.9870 0.9517 0.7131 0.8534
BiScope™ 0.9928 09943 09869 09913  0.9797 | 09870 (09859 09593  0.9884 0.9775 0.7767 0.8740
Zero-shot Query | 0.0020 0.0010  0.0110  0.0168  0.0080 | 0.0000 00009 00188  0.0188 - - -
Log Rank 0.6776  0.6721 07120 0.6946  0.6439 | 0.6754 06660 0.6745  0.6743 0.6574 0.6695 0.6258
LRR 0.6671  0.6678  0.6733  0.6678  0.6358 | 0.6681 0.6662  0.6674  0.6666 0.6589 0.6615 0.6508
£ DetectGPT 0.6945 06737 07252 07477 0.6626 | 0.6702 06669 07009  0.7166 0.6738 0.7187 0.6710
~ RADAR 0.7618  0.7090 0.7310 07590 0.7497 | 0.7485 07030 07117 0.7345 0.7148 0.7370 0.7033
Raidar 0.9023 08985 09180  0.8876  0.8915 | 0.8948 09124 09344 09128 0.8572 0.6850 0.7817
OpenAl Detector | 0.7286  0.6668  0.6668  0.6616  0.6798 | 0.7240 (0.6668  0.6668  0.6668 0.6348 0.6308 0.6563
Binoculars 07295 06665 09583 0.8260  0.6885 | 0.6683 (L6655  0.6908  0.7284 0.6930 0.8474 0.6681
GhostBuster 0.8193 08369 08746  0.8644  0.8625 | 0.8174 0.8649  0.9271 0.9145 0.7975 0.5859 0.8452
BISCcOPE 0.9023 09405 09652 09532 09486 | 09064 09473 09814  0.9789 0.9063 0.8608 0.9523
BiScope™ 09010 09452 09658 09570 0.9545 | 09102 09530 09830  0.9757 0.9128 0.8455 0.9505
Zero-shot Query | 02730 0.1502  0.2691 0.3186  0.2719 | 02398  0.1694  0.1897  0.2948 - - -
Log Rank 09673  0.7341 08779  0.9269  0.8044 | 0.7673  (.6685  0.6823  0.7701 0.7993 0.5824 0.5213
v LRR 09512 06732 08062  (0.8884 07209 | 0.6638 06662 0.6649  0.6662 0.7242 0.5772 0.3846
‘5 DetectGPT 0.8305 07090 07922 08166 07580 | 0.6850 06715 07364  0.7066 0.7573 0.5415 0.6209
Z RADAR 09543  0.8869 09131 0.9345  0.9382 | 09298 0.8744 09160 09145 0.8934 0.7699 0.8937
~ Raidar 0.8933 08303  0.8481 0.8661  (.8588 | 0.8271 0.8217 08120  0.7978 0.8151 0.7580 0.5621
OpenAl Detector | 0.6666  0.6671  0.6669  0.6671  0.6271 | 0.6671 06671 0.6671 0.6671 0.6103 0.6708 0.5475
Binoculars 0.9945 09681 09814  0.9866 09880 | 0.9627 (.8381 09348  0.9540 0.9711 0.7599 0.8738
GhostBuster 0.9965 09821 09834  0.9834 09920 | 09861 09786  0.9871 0.9865 0.9501 0.8206 0.9012
BIScoPE 0.9985 09950 09960  0.9930 09964 | 0.9955 (0.9945 09955  0.9940 0.9846 0.7980 0.9707
BiScore® 09975 09955 09955 09945  0.9970 | 09955 09955 09950  0.9945 0.9780 0.8154 0.9513 1 8
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« E{&BISCOPEEARBIEUESE LAIERIMN
— OOD Avg.-CM: EBIEENEL; OOD Avg.-CD: ES5muiay it
BISCOPE: AEHEEEMNTEE; BISCOPE*: TEITE

| Normal Dataset | Paraphrased Dataset | Normal ~ Normal Paraphrased
Method ‘ GPT-3.5 GPT-4 Claude-3 Claude-3 Gemini | GPT-3.5 GPT-4 Claude-3 Claude-3 ‘ 00D 00D 00D
Turbo  Turbo  Sonnet Opus 1.0-pro | Turbo  Turbo  Sonnet Opus | Avg.-CM  Avg.-CD Avg.
Zero-shot Query | 0.0156 0.0098  0.0175 0.0059  0.0322 | 0.0078 00214 0.0423 0.0078 - - -
Log Rank 09936 09065 09771 0.9811 0.9774 | 09004 07067 0.8170 0.9313 0.9025 0.4518 0.6074
LRR 09945 08416 09673 09836 0.9685 | 0.8121 0.6658 09243  0.8546 0.8911 0.4724 0.5395
Z  DetectGPT 09344  0.8709 09302 09378 09311 | 0.7910 07622  0.8609  0.8429 0.9140 0.5769 0.7513
@i RADAR 09812 08978  (.9648 0.9555 09650 | 09509 0.8211 09471 0.9118 0.9386 0.7665 0.8883
Raidar 09786 09424 09672 09710 09574 | 09448 09186 09146 09216 0.9416 0.7136 0.8000
OpenAl Detector | 0.7069  0.6664  0.6667  0.6669  0.6426 | 0.6669 06662 0.6667  0.6664 0.5870 0.6411 0.5300
Binoculars 09995  0.9970  0.9945 0.9960  0.9978 | 09920 09607 09787  0.9955 0.9967 0.7383 0.9429
GhostBuster 09995 09950 09960 09965  0.9967 | 09916 09861 09880  0.9930 0.9804 0.7740 0.9435
BISCOPE L0000 09990 09985  0.9970 09994 | 0.9965 09990 09990  0.9980 0.9946 0.5456 0.9435
BIScope™ L0000 09990 0.9985 09975 0.9989 | 09975 09990 (0.9985  0.9985 0.9914 0.5669 0.9292
Zero-shot Query | 0.6300 0.5833  (.4351 0.3524  0.1854 | 0.6690 06784  0.6400 0.4545 - - -
Log Rank 0.6581  0.6610  0.6611 0.6569  0.6583 | 0.6612 06611 0.6556  0.6581 0.6521 0.5306 0.5539
LRR 0.6639  0.6639 0.6639  0.6639 0.6542 | 0.6639 06639 06639  0.6639 0.6613 0.6475 0.6591
—ig DetectGPT 0.6361  0.6474  0.6583 0.6612  0.6682 | 0.6612 0.6639 0.6639  0.6612 0.6445 0.5936 0.6282
O RADAR 0.6680 0.6653 0.6652  0.6597 0.6626 | 0.6598 0.6653 0.7322  0.6653 0.6652 0.8114 0.6660
Raidar 09368 0.8220 0.6121 0.6156  0.4858 | 09325 08744 08250  0.6197 0.8878 0.1378 0.6521
OpenAl Detector | 0.7213  0.6977  0.6916  0.6542  0.66060 | 0.7514  (0.6639  0.6639  0.6695 0.6567 0.4083 0.5767
Binoculars 07073 0.6512  0.6612 0.6653  0.6624 | 0.7101 0.6338  (0.8041 0.7179 0.6273 0.7181 0.6771
GhostBuster 0.8524  0.7942  0.6556  0.6749  0.3860 | 0.8662 07729 09757 05390 0.6232 0.5091 0.6790
BISCOPE 09665 09655 0.8528  0.6069 0.7809 | 09659 09464 0.9691  0.9250 0.7974 0.5895 0.8999
BiScope® 0.9692 0.9586 0.8526  0.6620 0.7741 | 09597 09435 09600  0.9222 0.7898 0.5855 0.9024
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Table 5: Detailed contribution comparison between FC¢& and BCE.

Llama-2-7b w/o summary I Generative Al Model
Dataset Method | GPT-3.5-Turbo GPT-4-Turbo Claude-3-Sonnet Claude-3-Opus Gemini-1.0-pro
FCE Only 0.9281 0.9698 0.9407 0.9827 0.9647
Ariv BCE Only 0.9524 0.9685 0.9668 0.9740 0.9429
BCE+FCE 0.9827 0.9957 0.9766 0.9855 0.9708
FCE Only 0.7934 0.7865 0.8834 0.8626 (0.8342
Yel BCE Only 0.8435 0.9005 0.9396 0.9198 0.9151
P BCE+FCE 0.8566 0.9002 0.9446 0.9289 0.9209
FCE Only 0.9965 0.9498 0.9799 0.9855 0.9791
Creative BCE Only 0.9955 0.9945 0.9950 0.9935 0.9940
BCE+FCE 0.9985 0.9930 0.9940 0.9915 0.9934
FCE Only 0.9980 0.9860 0.9929 0.9930 (0.9989
Essa BCE Only 0.9995 0.9970 0.9975 0.9965 0.9994
'}r BCE+FCE 0.9995 0.9970 0.9965 0.9965 0.9995
FCE Only 0.7849 0.6439 0.4938 0.4628 0.3817
Code BCE Only 0.9496 0.9466 0.8173 0.5747 0.7819
BCE+FCE 0.9479 0.9301 0.8275 0.5677 0.7878
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Table 6: Ablation results of different segmentation methods in multi-point splitting in BISCOPE.

| Normal Dataset | Paraphrased Dataset | Normal | Paraphrased
Method GPT-3.,5 GPT-4 Claude-3 Claude-3 Gemini | GPT-3.5 GPT-4 Claude-3 Claude-3 Av Av
Turbo  Turbo  Sonnet Opus 1.0-pro | Turbo  Turbo  Sonnet Opus & &
= Every 50% Text 0.9754 09871 09635 09855 09637 | 0.9587 09756 09486 09767 | 0.9750 0.9649
E Every 25% Text 0.9813 09914 09662 09884 09690 | 0.9675 09769 09622 09797 | 0.9792 0.9716
Every 10% Text (In Paper) = 0.9870 09928 09796  0.9885 09708 09769 09800 09625  0.9870 | 0.9837 | 0.9766
o Every 50% Text 0.8922 09314 09584 09471 09337 | 0.8921 09359 09779 09704 | 0.9326 0.9441
E Every 25% Text 0.9002 09381  0.9651 0.9527 09466 | 09041 09452 09817 09757 | 0.9405 0.9517
Every 10% Text (In Paper) =~ 0.9023  0.9405 0.9652  0.9532 0.9486 0.9064 0.9473 09814  0.9789 | 0.9420 | 0.9535
2 Every 50% Text 0.9985 09960 09940 09955 09958 | 0.9950 09955 0.9935 09930 | 0.9960 0.9943
% Every 25% Text 0.9980 09955 09960 09930 09970 | 0.9960 09955 09950 09935 | 0.9959 0.9950
“ Every 10% Text (In Paper) | 0.9985 09950  0.9960  0.9930 0.9964 0.9955 09945 09955 09940 | 09958 | 0.9949
z Every 50% Text LOOOD 09990 09965  0.9970 09994 | 0.9975 0.9995 09975 09975 | 0.9984 0.9980
ﬁ Every 25% Text LOOOD  0.9990 09985  0.9980  0.9994 | 0.9965 0.9990  0.9985 0.9980 | 0.999%0 0.9980
Every 10% Text (In Paper) = L0000 09990  0.9985  0.9970  0.9994 0.9965 0.9990 09990  0.9980 | 0.9988 | 0.9981
v Every 50% Text 0.8564 08790 07706 05933  0.6479 | 0.8798 (0.8752 09211 0.8427 | 0.7495 0.8797
E Every 25% Text 0.9532 09333 08115  0.6184 07088 | 0.9363 09322 09470  0.8856 | 0.8050 0.9252

Every 10% Text (In Paper)  0.9665 0.9655 0.8528  0.6069  0.7809  0.9659 0.9464 0.9691 0.9250 |[I.3345| 0.9516
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Method M4-monolingual  M4-multlingual
AvgRec  Fl | AvgRec  Fl
Binoculars (Hans et al., 2024) | 89.89  89.89 | 80.63  82.43
RoBERTa (Guo et al., 2023) 88.70  88.44 80.01 84.44
T5 — Sentinel (Chen et al., 2023) | 84.01 81.08 76.21 68.99
DeTeCTive (Guo et al., 2024) 98.44 9838 | 9342  93.05
M — RangeDetector 0842  98.41 97.06  96.98
In-Domain Out-of-Domain
Model All News  Creative Student News  Creative Student  Average
Domains Writing Essays Writing Essays
Binoculars (Hans et al., 2024) 92.7 97.4 924 87.9 97.4 92.4 87.9 92.6
DetectG PT (Mitchell et al., 2023) 574 56.6 48.2 67.3 56.6 48.2 67.3 574
FastDetectGPT (Baoetal., 2023) 908 92.5 88.5 91.2 92.5 88.5 91.2 90.7
GPT Zero (Tian, 2023) 93.1 91.5 93.1 83.9 91.5 93.1 83.9 89.5
RoBERTa (Guo et al., 2023) 98.1 99.4 97.6 97.4 88.3 95.7 71.4 85.1
T5 — Sentinel (Chen et al., 2023) 96.6 97.8 95.6 96.2 89.6 95.6 87.9 91.0
Ghostbuster (Verma et al., 2023) 99.0 99.5 98.4 99.5 97.9 95.3 97.7 97.0
M — RangeDetector (Ours) 99.8 100,00 995 100.0 98.6 99.0 97.7 98.4
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- EZF IR, BIEE. JFEhEREESVIK. d5HUTERREP, R

Model Prompts Claude Lang® TOEFL 11 TOEFL 91
(F1) (F1) (Acc.) (Acc.) (Acc.)
Binoculars 48.4 46.0 94.5 100.0 64.8
DetectGPT 70.8 64.2 98.6 100.0 63.7
FastDetectGPT 04.6 84.0 90.2 90.9 64.8
GPT Zero 96.1 75.6 99.2 100.0 923
RoBERTa 97.4 87.8 98.6 08.1 96.7
TH — Sentinel 04.6 84.1 98.9 00.6 07.8
(Ghostuster 09.5 92.2 95.5 09.9 T4.7
M — RangeDetector 99.7 96.5 99.9 100.0 100.0
Attacker Detector | Non-attacked DIPPER OUTFOX
| AvgRec  F1 | AvgRec Fl | AvgRec Fl
Binoculars 493 33.0 554 452 89.1 89.0
FastDetectGPT 75.1 74.6 88.2 88.2 94,9 94.9
RoBERTa 90.8 90.7 043 04 .4 739 68.3
T5 — Sentinel 99.0 98.9 06.1 06.1 94.8 94.8
OUTFOX 96.5 96.4 R824 79.0 61.8 394
DeTeCTive 99.1 99.1 97.7 97.5 97.0 96.9
M — RangeDetector 994 994 99.2 99.2 99.1 99.1
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Method M4-monolingual 10 GIE@aI Attention 10 Dilated Attention
AvgRec Fl % 05 == % % 05 T

M — RangeDetector 98.42  98.41 £ J{ 2 T

w/o All Attentions 92.14  92.20 0.0 i 0.0 —= 1

w/o AvgPool 97.82 97.85 Label Label

w/o Global Attention 96.75  96.83 1 oRandom Attention 1.0 Band Attention

w/o Band Attention 96.15  96.24 o T S % T

w/o Dilated Attention 96.66  96.74 5921 . £05 T -

w/o Random Attention | 96.25  96.28 = 0.0 i | F ool Machine

w/o Pseudo Classifier | 97.63  97.68 0 1 0 1

Label Label

31



M-RangeDetecto

I

- Bik=mk
- FARRENIEENINGEERS (FRIE
", 1B “SENRRIERTE

Z5: BB ER—TMRE~E “S56E
FHESR” BRIV AL

- 3K “BIEXRIE. TRNCEER" 51, RBHIZEMN

- ZEZFRWFILPR: /8T 53255
SZEPIIR “ERIRSER ST ERIESS”

- BRDSZEFEXFE, BRIZRIE

- BiEARE

- ERERIINHPEDREw. BlfRd. KR

82 GURBATRH 1T

=Ll

F—1inZEsk (hnZz) , itgTh
= HENIRK

‘\ll,
- s '-.-~~
’l - . \\
RN
.’
e
Fodk V]
¢ o A |
¢
. e

- ZRHFILIRIZITRARE, 3
itfEERIeEX EIR1. Bl

ARk S 733245

32



BFREESRKRRE

3

BRRESSIKREE



BRESSRKEE

* #.‘ﬁl‘é\gg
— MERNLHIFRZFEN £ IO T &
— BISCOPE
« ITHFCE. BCEWMZA Y JHESTENFFIE
- BHRREHIEIE “SERRIESEELEBIAZEIUKE, BiREhic|[ZBi—Token, &b
R F—TokenFiI{S 2”7 BIOI&NZER
— M-RangeDetector
- NMAERIEENNHRES (FRIEES
- WIKAZS KBRS EREBRIRRIFIE, RHAZIHE
— W EIRBRI5ZE, WNFEiEE. NREF
— MK EFEMRE TRERIDIRR, 12 AR HBIF1IE
8B/, HolFERAI MBI B gU% 34




[1] Cheng S, Guo H, Jin X, et al. BiScope: Al-generated Text Detection by Checking

Memorization of Preceding Tokens. Advances in Neural Information Processing Systems 37|C].

Vancouver, BC, Canada: Neural Information Processing Systems Foundation, Inc. (NeurIPS),
2024: 104065-104090.

[2] Jiao K, Wang Q, Zhang L, et al. M-RangeDetector: Enhancing Generalization in Machine-
Generated Text Detection through Multi-Range Attention Masks. Findings of the Association for
Computational Linguistics: ACL 2025[C]. Vienna, Austria: Association for Computational
Linguistics, 2025: 8971-8983.

35



MAESS, BINEH, BMAESA
71, BERE, WEES. =BT
BAE. AXHMBXA, FEMA
C&, &

36



	幻灯片 1
	幻灯片 2: 问题回溯
	幻灯片 3: 内容提要
	幻灯片 4: 预期收获
	幻灯片 5: 内容引入
	幻灯片 6: 内涵解析与研究目标
	幻灯片 7: 研究背景与意义
	幻灯片 8: 研究历史与现状
	幻灯片 9: 知识基础  机生文本检测黑盒检测方法
	幻灯片 10: 知识基础  机生文本检测黑盒检测方法
	幻灯片 11: 知识基础  大模型生成机制
	幻灯片 12: BISCOPE
	幻灯片 13: BISCOPE   TIPO
	幻灯片 14: BISCOPE   算法原理
	幻灯片 15: BISCOPE   创新点分析  FCE、BCE双向交叉熵信号
	幻灯片 16: BISCOPE   创新点分析  分段提取特征  
	幻灯片 17: 实验设计  数据资源
	幻灯片 18: 实验设计  对比实验
	幻灯片 19: 实验设计  对比实验
	幻灯片 20: 实验设计  消融实验
	幻灯片 21: 实验设计  其它实验
	幻灯片 22: 算法总结   BISCOPE
	幻灯片 23: M-RangeDetector 
	幻灯片 24: M-RangeDetector   TIPO
	幻灯片 25: M-RangeDetector   算法原理
	幻灯片 26: M-RangeDetector   创新点分析  掩码注意力建模写作差异
	幻灯片 27: M-RangeDetector   创新点分析  差异化学习约束
	幻灯片 28: 实验设计  数据资源
	幻灯片 29: 实验设计  对比实验
	幻灯片 30: 实验设计  对比实验
	幻灯片 31: 实验设计  消融实验与其它实验
	幻灯片 32: 算法总结   M-RangeDetector
	幻灯片 33: 特点总结与未来展望
	幻灯片 34: 特点总结与未来展望
	幻灯片 35: 参考文献
	幻灯片 36: 道德经

