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智能体中的工具调用攻击



问题回溯

• 总结反思
– 算法原理部分讲解不够细致

– 语言断句不连贯问题

• 相关内容

– 2026.1.18 郑俊怡《大模型赋能的自动化渗透测试技术》

– 2024.12.1 贺晨阳《大语言模型的越狱攻击》
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内容提要

• 预期收获

• 内涵解析与研究目标

• 研究背景

• 知识基础

• 研究历史与现状

• 算法原理
– AMA

– ToolCommander

• 特点总结与未来展望

• 参考文献
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预期收获

• 预期收获
– 了解智能体选择工具的过程

– 明确智能体工具调用机制中的安全漏洞

– 掌握工具调用攻击的常见方法及其原理
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内涵解析与研究目标

• 题目内涵解析

– 智能体（Agent）：具备自主感知、规划和行动能力的AI系统

– 工具：智能体用于执行特定操作的外部功能接口或模块

– 诱导智能体错误地调用工具、调用恶意的工具

• 研究目标
– 识别并验证智能体此前未被充分探索的攻击面

– 如何使得恶意工具被智能体检索并使用

– 通过了解对智能体的工具进行攻击方式，以攻促防
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研究背景

• 智能体
– 记忆

• 长期记忆

• 短期记忆

– 规划
• React

• Plan-and-Solve

• CoT

• Reflection

– 工具
• Google Search

• 和风天气

• GitHub
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研究背景

• 工具
– 本质

• 连接大语言模型与外部开

放环境的接口或者模块

– 元数据
• 工具名称

• 工具描述

• 参数类型与限制

– 功能
• 实时性

• 交互性
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研究背景

• 工具攻击方式
– 工具响应攻击

• 操控工具返回的结果，导致智能体

虚假信息决策或执行恶意行动

– 工具诱导攻击
• 通过设计吸引性的元数据或示例，

诱导智能体主动选择并调用恶意工

具

– 调用参数攻击
• 操纵智能体的工具调用参数，导致

命令注入、权限提升或意外执行
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Anthropic公司提出模型上下

文协议MCP，通过统一的协

议格式，让智能体能够安全、

高效地访问外部工具、数据

集提升了代理系统的互操作

性、可扩展性和安全性

研究历史与现状
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2022

2022

2023

2024

2024
Ehud Karpas等人提出了

MRKL系统，将大型语言

模型通过工具与外部知识

源和离散推理模块相结合，

奠定了现代智能体中动态

工具调用和混合推理的核

心基础

Kanghua Mo等人提出一种黑盒

攻击框架，通过迭代优化工具

元数据，诱导智能体优先调用

恶意工具，该方法无需提示词

注入或访问模型内部，仅生成

语法语义有效的吸引性元数据

即可无缝集成到标准工具生态

2025

Georg Wölflein通过智能体驱

动的工具创建循环实现工具

集的自主演化，降低手动工

具开发的成本，并在真实任

务中展示了智能体的长期适

应能力，推动了工具从静态

到动态生成的范式转变

2025
Timo Schick等人提出了一种通

过自监督训练让语言模型自学

使用外部工具的方法，该方法

让模型在海量文本上自动生成

潜在工具调用、执行并过滤有

效结果

2022

Long Ouyang等人提出了

使用人类反馈强化学习训

练语言模型遵循指令，奠

定了现代大语言模型对齐，

且在人类评估中显著优于

参数量大得多的原GPT-3

Shunyu Yao等人进一步发展了

工具使用方式，通过“思考-行

动-观察”的循环，让智能体在

推理过程中交替进行推理和工

具调用行动，推动了工具使用

在实际框架中的广泛应用

Haowei Wang等人首次系统

性地探讨并提出了针对智能

体工具调用机制的攻击，揭

示了智能体中的新的攻击面，

提升了后续对智能体安全性

的关注



AMA

【NIPS-2025】
Attack: Inducing LLM Agents to Invoke Malicious Tools



AMA TIPO
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T 目标 通过操纵工具元数据，诱导智能体优先选择并调用恶意工具

I 输入 用户查询集*1、良性工具集*1、智能体*1、生成提示词*1

P 处理
1.构建环境提示，设计通用提示模板
2.迭代工具的元数据，利用大模型的上下文学习批量生成恶意攻击变体
3.价值评估与筛选，通过加权价值筛选最优的恶意工具

O 输出 恶意工具*1

P 问题 现有的方法主要依赖于提示注入、上下文篡改或工具链操纵，而工具的
元数据作为一个隐蔽且强大的攻击点未被充分探索

C 条件 攻击者具备在平台发布工具的权限

D 难点 如何系统性地构造最大化攻击被调用概率的元数据

L 水平 2025  CCF A



AMA   算法原理

• 攻击原理
– 机制：智能体接收用户查询𝑞时，会根据一个评估函数S来决定调用哪个工具

– 依据：评分S取决于查询𝑞、当前观察𝑂、系统提示词𝑃𝑠𝑦𝑠以及工具的元数据

– 选择逻辑：对于用户查询𝑞，智能体通过评估函数S选择分数最高的工具
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AMA   算法原理

• 总体流程
– Tool Generation：生成一批新型恶意工具的候选集

– Value Computation：测试候选集对智能体的欺骗能力

– State Update：从候选集中挑选N个能力最强的工具用于下轮优化
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AMA   算法原理

• Tool Generation

– 目标：批量生成工具的元数据信息

– 步骤
• 初始化阶段：生成器基于查询集Q和正常工具𝑁𝑇，随机生

成一批恶意工具

• 迭代优化阶段：查看上一轮中保留下来的恶意工具，并基

于它们生成新子恶意工具

– 公式

𝑡0
𝑗
, 𝑡1
𝑗
, ⋯ , 𝑡𝑛−1

𝑗
= 𝐿𝐿𝑀 𝑄,𝑁𝑇, 𝑃𝑔, 𝑡𝑗 , 𝑝𝑗

– 特点
• 可追溯性

• 批量生成
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AMA   算法原理

• Value Computation

– 目标：量化每一个新生成的恶意工具的攻击潜

力

– 步骤
• 计算绝对调用概率：在给定查询集𝑄和正常工

具集𝑁𝑇的情况下，智能体计算当前子工具𝑡𝑖
𝑗被

调用的绝对概率𝑝𝑖
𝑗

• 计算相对调用概率：计算子工具𝑡𝑖
𝑗相较于父级

工具𝑡𝑗被调用的相对概率 𝑝𝑖
𝑗
− 𝑝𝑗

– 公式

𝑉 𝑡𝑖
𝑗
, 𝑄, 𝑁𝑇, 𝑡𝑗 = 𝑝𝑖

𝑗
+ 𝜇 𝑝𝑖

𝑗
− 𝑝𝑗
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AMA   算法原理

• State Update

– 目标：从当前生成的所有候选恶意工具中，挑选出

最具潜力的子工具

– 步骤
• Top-K筛选：依据加权价值𝑉对候选工具集中工具进

行排序，只选择排名前𝑘的工具

• 重索引与状态重构：将这𝑘个工具定义为

𝑡0, 𝑝0 , 𝑡1, 𝑝1 ⋯，这些工具会成会下一轮迭代中

的父级工具

– 终止条件循环
检查阈值：在更新状态后，检查是否存在一个工具的

调用绝对概率已经达到预设定的调用阙值
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AMA   实验设计

• 模型对象
– 开源模型：Gemma-3 27B， LLaMA-3.3 70B， Qwen-2.5 32B

– 闭源模型：GPT-4o-mini

• 智能体框架
– 采用ReAct范式，基于AgentBench和Agent Security Bench （ASB）实现

• 评价指标
– 攻击成功率（ASR ）：恶意工具被调用的比例

– 任务完成率（TS）：智能体是否正常完成了原本的任务

– 隐私泄露指标（PR/PL）：攻击者提取到的信息与用户真实的隐私数据的文本相似度

• 基准对比
– 注入攻击

– 提示攻击
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AMA   实验设计

• 攻击设定
– 定向攻击：攻击者了解智能体的领域和可用工具

– 非定向攻击 ：攻击者没有任何背景知识

• 测试场景
– 模拟了10个真实世界的智能体工作场景，涵盖IT运维、投资组合管理、医疗咨

询等领域

• 防御手段
– 重写（Rewrite）

– 护栏（Refuge）
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AMA   实验结果
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• 在不同模型的攻击效果
– AMA攻击在保持高任务成功率的同时，实现了极高的攻击成功率

– 传统的防御手段（Rewrite，Refuge）对AMA几乎无效



AMA   实验结果

• 跨模型和领域泛化能力测试
– 领域迁移

• 同领域迁移强

• 跨领域迁移弱

– 跨模型迁移
• 极强
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AMA   实验结果

• 超参数实验
– 直觉上工具需要的参数越多攻击越难，但实验发现参数数量与攻击成功率没有明

显的线性关系，甚至在参数为0时，攻击效果就已经接近最大值
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AMA   实验结果

• 超参数实验
– AMA的优化过程非常高效，通常在2轮迭代内就能达到极高的选择概率
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AMA   算法总结

• 算法贡献
– 开创了“元数据”作为攻击面的先河，在不接触模型内部的情况下控制智能体行为

– 三个关键的约束优化机制

– 强大的隐蔽性：生成的元数据在语义上是良性的，因此能绕过基于规则的检测
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• 算法不足
– 跨领域迁移能力差

– 依赖本地仿真环境
• 算法的核心在于计算调用概率，这意味着攻击者必须在

本地搭建一个与目标智能体相似的智能体，因此本地优

化的结果可能在真实目标上效果打折

– 计算成本



ToolCommander

 

【 ICML 2025】
From Allies to Adversaries: Manipulating LLM Tool-Calling through 

Adversarial Injection



ToolCommander TIPO

25

T 目标 通过在平台中注入操纵工具，实现隐私窃取、拒绝服务、非计划工具调
用

I 输入 工具平台、LLM工具调用系统、目标工具*1、模拟查询集*1

P 处理
1.初始化操作
2.根据收集到的真实信息对恶意工具进行优化
3.利用恶意工具对智能体进行攻击

O 输出 被操纵的系统行为*1

P 问题 工具调用系统涉及基于上下文的动态推理和工具调用，攻击者必须干扰
这一推理决策过程

C 条件 攻击者拥有向工具平台注入工具的权限

D 难点 如何使得操作工具被检索器检索

L 水平 2025  CCF A



ToolCommander   攻击设定

• 攻击者的知识范围
– 白盒攻击：攻击者知道检索器的具体参数

– 黑盒攻击：攻击者不知道检索器参数

• 攻击目标
– 不碰模型，不碰合法工具，仅通过恶意工具来控制智能体的行为

• 环境假设
– 攻击者无法修改大模型的参数，也无法删除平台中已有的合法工具

– 攻击者可以向平台注册、上传一个新工具

• 攻击者目标
– 利用智能体的决策过程，其对进行攻击

• 隐私泄露

• 拒绝服务

• 非计划工具调用 26



ToolCommander   算法原理

• 两阶段攻击
– 隐私窃取

– 实施攻击
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ToolCommander   算法原理

• 初始化过程
– 目标：初始化一个简单的恶意工具

– 作用：收集用户后续的提问信息

– 输入：攻击者预设的模拟查询集

– 过程
• 白盒处理

– 基于梯度的优化

• 黑盒处理
– 基于语义的匹配

– 输出：描述字段经过精心伪装的操作工具
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ToolCommander   算法原理

• 隐私窃取
– 目标：基于真实用户数据优化过的恶意工具

– 输入：初始的恶意工具

– 过程：
• 将初始的操作工具上传至工具平台

• 窃取用户的原始问题

• 截获这些真实查询，将其添加回目标查询

集

• 重新运行初始化过程中的优化算法

– 输出
• 用户数据优化过的恶意工具
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ToolCommander   算法原理

• 实施攻击
– 目标：异常行为

– 输入：恶意工具

– 过程：
• 目标工具在检索的列表中

– 非计划工具调用

• 目标工具不在检索的列表中
– 拒绝服务攻击

– 输出
• 异常行为
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ToolCommander   实验设计

• 测试模型
– GPT-4o mini、Llama3-8b-instruct、Qwen2-7B-Instruct

• 检索器
– ToolBench Retriever、Contriever

• 测试数据
– ToolBench，该数据集包含16,000+真实API和10,000+查询

– 40%作为训练集，60%作为测试集

• 目标工具的选择规则
– 经常被检索到但很少被实际调用<30%的工具
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ToolCommander   实验结果

• 评价指标
– 检索成功率（𝐴𝑆𝑅𝑅𝑐𝑡）：恶意工具被检索器选中的比例

– 调用成功率（ 𝐴𝑆𝑅𝑐𝑎𝑙𝑙 ）:恶意工具被智能体实际调用的比例

– 隐私窃取成功率（ 𝐴𝑆𝑅𝑃𝑇 ）：智能体调用恶意工具并传入用户查询参数的比例

– 拒绝服务成功率（ 𝐴𝑆𝑅𝐷𝑜𝑠）：目标工具未被检索时，成功诱导智能体

– 非计划调用成功率（ 𝐴𝑆𝑅𝑈𝑇𝐶 ）：在目标工具被检索时，调用该目标工具的比例
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ToolCommander   实验结果

• 隐私窃取实验
– 容易被检索，但不一定容易被执行

– 通用检索器极其不安全

– 不同模型的安全性存在显存差异
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ToolCommander   实验结果

• 攻击实验
– 测试比训练环境难得多

– 攻击效果主要受限于检索器
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ToolCommander   实验结果

• 参数实验
– 攻击效果与恶意工具的数量呈正相关

– 瓶颈在于检索

– 不同场景的防御难度不同
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ToolCommander   实验结果

• 困惑度实验
– 白盒攻击虽然攻击成功率可能更高，很容易被安全系统拦截

– 黑盒攻击虽然攻击成功率稍低，但它生成的文本非常自然，隐蔽性高

36



ToolCommander   算法总结

• 算法贡献
– 实现了自动化闭环攻击

• 通过信息收集的设计，具备自己进化的能力，利用窃

取的真实数据进行再训练

– 验证了“检索即执行”的脆弱性

– 揭示了新的攻击面
• 证明了攻击者可以通过不修改模型、不修改合法工具，

仅通过第三方工具，就能控制智能体的行为

37

• 算法不足
– 在不同的场景下的结果差别较大

– 对检索器的强依赖

– 模型鲁棒性的差异



特点总结与未来展望

特点总结与未来展望



特点总结与未来展望

• 特点总结
– AMA

• 不修改提示词或模型参数，仅通过优化工具的元数据

• 构建了一个黑盒优化框架，通过迭代生成和评估，寻找最能诱导智能体的元数据描

述

• 生成的元数据在语法和语义上完全合法，不包含明显的恶意指令

– ToolCommander

• 针对工具调用的全过程进行攻击

• 两阶段闭环攻击

• 通过操纵工具的返回结果，劫持ReAct范式中的推理过程，强制智能体执行攻击者

预设的路径

– 未来发展
• 更加智能体化，具备在环境中自主学习、根据反馈动态调整攻击策略的能力

• 攻击者可以将高被选率与智能体的执行流操纵结合，实现的更强攻击效果 39
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